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vives ]

In 2022 only 26% of organizations had
Al projects deployed in production.
— O'Rellly

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)



vives K5
Why?

Are you already working with Machine Learning in your
company context?

If yes, which hurdles did/do you experience to bring these
models in production?

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)



vives EE=]
Why?

Poor communication Lack of versioning

Lack of automation

Dynamic properties of
Al environments Poor cooperation

Unclear and unrealistic
expectations And more ...

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)



vives EEE]
The solution is MLOps

MLOps
ML
(Machine Learning) ¥

A Paradigm used to create and maintain a machine learning model
that will be deployed in production

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
4/06/2025 (MLOps4ECM)



vives EIEE]
DevOps

 Past: Development and Operations = 2 people = separate

Wall of confusion

Developer: builds application Operations: deploys application

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025



vives B
DevOps

* Present

Dev Ops
(

Developer: builds application _ o
Operations: deploys application

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)



vives EIEE]

DevOps principles: Collaboration

* Planning with everyone in the room
« Communication between parties

» Short feedback loops with customer

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)



vives EEE]
DevOps principles: Reproducibility

* Code versioning

<> | ™=

o
A4
i

TETRA - Machine Learning Operations for Edge Condition Monitoring
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vives ]

DevOps principles: Continuous improvement

« Continuous integration and continuous deployment automation
(CIl/CD)

* Feedback loops

Cl CD
A A
( Al 1

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025 10



vives ]

DevOps principles: Automation

* Automatic testing
* Cl and CD happen automatically
e Use of tools : e.g. github actions

£

Ops

“ GitHub Actions

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025 11



vives EIEE]

DevOps principles: Monitoring

* Overseeing the entire process
* Integration and testing overview

e Status of all aspects in the e o
production environment D

 Use dashboards

oo

75 Build Runs |~
'

TETRA - Machine Learning Operations for Edge Condition Monitoring

24 202
/06/2025 (MLOps4ECM)
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vives B3
MLOps

Machine Learning Application

DATA + MODEL + CODE

=>» Need for extra well-defined structures, processes, and proper
software tools that manage these artifacts over the machine learning
cycle

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
4/06/2025 (MLOps4ECM)
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vives B
MLOps: pipeline

DEVOPS

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)
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vives EE=]
MLOps principles: Reproducibility

* Versioning code, data and model
* Tracking metadata and logging

(o o amm

@ ” @ » K% = Ko <[>
g] g] _ g] E] . Hyperpfarameters

* Time of trainin
@ - @ = : * Highest accuragy

Smallest loss

TETRA - Machine Learning Operations for Edge Condition Monitoring
24/06/2025 15
/06/ (MLOps4ECM)



vives EIEE]

MLOps principles: Continuous improvement

« CI/CD

* Feedback loops

» Continuous model Learning (CL)
« Continuous model evaluation

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)
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vives EE=]
MLOps principles: Automation

* Automatic model training
* Automatic testing
* Cl and CD happen automatically

* Use of tools
—» Main pipeline <€— Feedback loop

* Workflow orchestration —>  Branched pipeline
l l = l A l = T
x i I
24/06/2025 TETRA - Machine Learning Operations for Edge Condition Monitoring .

(MLOps4ECM)



vives EE=]
MLOps principles: Monitoring

* Overseeing the entire process i

o

* Integration and testing overview |[prEr R

e Status of all aspects in the
production environment

75 Build Runs |~
!

* Monitor model inputs and model
performance

 Use dashboards

TETRA - Machine Learning Operations for Edge Condition Monitoring

24 202
/06/2025 (MLOps4ECM)
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vives B3
DevOps vs. MLOps

Code versioning
Compute environment

Continuous integration/delivery (Cl/CD)

830

Monitoring in production
Data provenance
Datasets

Models
Hyperparameters
Metrics

Workflows

Sl

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
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vives =)
A Lot of tools ...

Y
1 jupyter .
© git €@ 1akers 7 - e & /\ arize
® Kubeflow
ﬁ argo ? docker 11| EVIDENTLY Al
| * PREFECT D\C
‘- * T Weights & Biases kubernetes
o ) 1@
T e TensorFlow Extended . 1F TensorFlow
GitHub Py — eoee ..;\{:; i
v GitLab DELTA LAKE @wss  IMPULSE Determined Al @ BENTOML e flddler
Pachyderm .
R o neptune.ai
7 Flyte ® MLReef 3¢ SELDOW D
Amazon SageMaker
24/06/2025 TETRA - Machine Learning Operations for Edge Condition Monitoring -

(MLOps4ECM)



The pipeline

* Plan

« Data

* Model

» Evaluate

* Deploy

* Monitor

* Closing the loop

24/06/2025

vives EIEE]

S =l
K\s ‘%
DEVOPS | =

DATA
S
-~

TETRA - Machine Learning Operations for Edge Condition Monitoring
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vives EIEE]

Plan — what

* |dentify the problem together with all parties

* Plan a solution:
o What does the solution need to do?
o Which data needs to be collected?
o Which type of model will be used?
o Establish a workflow orchestration platform
o Setup code version control
o Decide on the used tools
O...

Planning

TETRA - Machine Learning Operations for Edge Condition Monitoring

22
(MLOps4ECM)
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vives EIEE]

Plan - workflow orchestration

e Create workflows and tasks

* Run the workflows + overview of these runs

* Did run fully execute? —> Main pipeline <— Feedback loop
* Where did an error occur? > Branchedpipeine

A 4

* Scheduling, alerting ...

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
4/06/2025 (MLOps4ECM)
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vives EIEE]

Plan — tools

* Version control: Github, Gitlab, ...
« Workflow orchestration (pipeline tools): Prefect, Airflow, Argo ...

) GitLab
C)

GitHub g’ PREFECT ﬁ Qr 90

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025 24


https://argoproj.github.io/
https://airflow.apache.org/
https://www.prefect.io/
https://github.com/
https://about.gitlab.com/

vives EE=]
The pipeline

 Plan
A <

* Data “an \9\4\ )
* Model é?‘ -\2
 Evaluate ML DEVOPS | %
* Deplo

p. y WOPE- MON|Top
 Monitor

* Closing the loop

TETRA - Machine Learning Operations for Edge Condition Monitoring

2
(MLOps4ECM) 2
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vives &1
Data — what

 Collect the data

 Data labelling

» Data preprocessing
 Create data versioning

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOpS4ECM)
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vives EIEE]

Data exploration/preprocessing tools

* Processing: Pandas , Python notebooks

. | Label Studio

* Visualisation: matplotlib, plotly, ... Community Edition

 Storage: Databases
 Labeling: labelstudio, labelbox, ...

e Dashboarding: Plotly dash, streamlit, ... M

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
4/06/2025 (MLOpS4ECM)
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https://labelstud.io/
https://dvc.org/

vives 3
Model — what

Data labels
 Model architecture creation \ -P

» Model training / N
- Model finetuning | \

< hyperparameters /< Adapt
» Create model + metadata versioning

Model accuracy

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
4/06/2025 (MLOps4ECM)
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vives EE=]
Model — Hyperparamter tuning

e AutoML = automated ML hyperparameter tuning
* Optuna, weights and biases, edge impulse...

Weights & Biases

EDGE

o===m |MPULSE

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
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https://wandb.ai/site

vives EIEE]

Models — tool-

Star History

r; «- mlflow/mliflow i

¢ EXperlment traCkIr 15.0k ® % Kubeflow/kubeflow

& iterative/dvc

* MLflow, Weights a = @ wandb/uandb

® == Netflix/metaflow
# ® allegroai/clearml

e @ & aimhubio/aim
a_»‘; 10.0K | | « + determined—-ai/determined
Weights & Biase s
S
(O]
5.0k
2018 2019 2020 202l 2022 2023 2024
TETRA - Machine Learning Operations for Edge Condition Monitoring 30
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https://wandb.ai/site
https://mlflow.org/
https://www.determined.ai/

The pipeline

* Plan

« Data

* Model

- Evaluate

* Deploy

* Monitor

* Closing the loop

24/06/2025

W hogeschool

VIVesS

&
-
<

DATA
S
-

DEVOPS

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)
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vives EIEE]

Evaluate — what

* Evaluate the created machine learning model in context
o Choose metrics: accuracy, resource usage, fairness, business KPlIs ...

* If there is already a model deployed

o Champion/challenger testing
o A/B testing

TETRA - Machine Learning Operations for Edge Condition Monitoring

24 202
/06/2025 (MLOps4ECM)
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vives EIEE]

True labels

Champion testing (shadow testing)

* 1 model is currently deployed =

champion
* Deploy one/several additional models
= challengers ~§

* All models receive and score the
incoming requests but only result

champion is used
* Log model metrics of all models

* When a challenger performs better 2
selected as new champion

Model accuracy

33

TETRA - Machine Learning Operations for Edge Condition Monitoring
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vives EEE]
A/B testing

* If no ground truth or other metric than accuracy

* Deploy only one additional model

* Decide on a statistical metric

* Let the additional model process part of the real data
* Check if the additional model performed better

Part 1 o '
e.g. 70% @ Model metric
Part 2 o ;
e.g. 30%

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025 34



vives EE=]
The pipeline

 Plan
e Data A Z

Lap, o‘;\
* Model < >

= S

e Evaluate = ML DEVOPS
* Deploy
« Monitor MOOE- MONITOR

* Closing the loop

TETRA - Machine Learning Operations for Edge Condition Monitoring

(MLOps4ECM) 35
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vives EE=]
Deploy — what

* Prepare for production:

o Model compression (vb. Quantization, pruning, model distillation)
o Change to correct format (vb. ONNX)
o Risk mitigation

* Create CI/CD pipelines
 Containerization = Docker

TETRA - Machine Learning Operations for Edge Condition Monitoring

24 202
/06/2025 (MLOps4ECM)
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vives EEE]
Deploy — tools

« Containerization: Docker, Kubernetes

* Deployment tools: Seldon.io, TensorFlow serving, Kubeflow,
AWS Sagemaker, BentoML ...

* AmazoMaker @ BENTOML

docker

¥ TonsCepiog
kubernetes ﬁs

5 SELDOWN  iybeflow

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025 37


https://www.kubeflow.org/
https://www.docker.com/
https://kubernetes.io/
https://www.seldon.io/
https://www.tensorflow.org/tfx/guide/serving
https://www.bentoml.com/
https://aws.amazon.com/sagemaker/

The pipeline

* Plan

« Data

* Model

» Evaluate

* Deploy

* Monitor

* Closing the loop

24/06/2025

vives EIEE]

=
R\l o
ML DEVOPS 2

wooe*

DATA
&

TETRA - Machine Learning Operations for Edge Condition Monitoring
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vives EIEE]

Monitor — what

* Monitor application for errors

* Monitor the data for data quality and data drift

* Monitor the machine learning model for concept drift

* Monitor other parameters for drift e.g. resources, fairness ...

Monitoring dashboard

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps 4ECI\/I

24/06/2025 39



vives EIEE]

Monitoring — tools

 Tools that monitor input data, predictions and model quality

O

Prometheus
p 11] EVIDENTLY Al /\ arize
Grafana
24/06/2025 TETRA - Machine Learning Operations for Edge Condition Monitoring 40
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https://arize.com/
https://www.evidentlyai.com/
https://whylabs.ai/

vives EE=]
The pipeline

* Plan
* Data A Z
‘44, Qv's o

* Model . W !

= S '
» Evaluate < ML DEVOPS | 2
* Deploy
« Monitor MOPOE- MOoNITOR

* Closing the loop

TETRA - Machine Learning Operations for Edge Condition Monitoring

1
(MLOps4ECM) 4
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vives EE=]
Closing the loop — what?

» Adapt your machine learning model
« Start the process again A/\ceuracy

i
1.0 | |

0.94 ;
| I
0.8 i
0 \ ! ! '|  Performance
! ! ! threshold
0.6 ; : |
0.5+ i f :
| | |
0.44 - QN o |
“~ -1 >
0-31 2, 9, 3,
ol o1 o,
0.24 L% = 9,
P 2! S
014 | !
i I
- P Time

T . 1 I 1 I I
Sep Oct Nov Dec Jan Feb Mar

TETRA - Machine Learning Operations for Edge Condition Monitoring
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vives EIEE]

MLOps stack

Data analysis Experimentation

MLOps Stack
Template

* Scope of each tool might span
several components of the MLOps
process

=>» Requires careful consideration
depending in use case requirements

Version 1.1
Octobar 2020

* MLOps stack template as guideline

* As for regular software
development: thorough

requirements analysis upfront! “ . ] J

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)
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vives EIEE]

VLAIO TETRA : MLOps4ECM
MLOps: Why and how??

Lara Luys

HBC.2023.0062



vives B
MLOps: pipeline

DEVOPS

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)



What?

 Collect the data

 Data labelling

» Data preprocessing
 Create data versioning



https://skillfloor.medium.com/the-role-of-data-preprocessing-in-machine-learning-d9ad9db54d49

Data labelling

* Data labeling can take a lot of time , , Prodi.gy
Time series
* Use tools to make labeling easier annotator
* Vision o Labelbox
* Sound .
. Text Label Studio
Community Edition
* Self made

e E.g., Label studio, Prodigy, LabelBox, time series annotator ...

Bruges Campus 4


https://labelstud.io/
https://prodi.gy/
https://labelbox.com/
https://github.com/CrowdCurio/time-series-annotator

Use machine learning to help label data

e Use a partially trained model to create labels

* Based on a trained model : which inputs would be best to label now?
* Inputs of which the model is not sure
* Inputs with biggest change if prediction is wrong
* Inputs that are underrepresented

Label some samples Look at model results

Sruges Campus


https://www.pinterest.com/pin/umap-embedding-of-fashion-mnist--159666749273115690/

Dimensionality reduction can help find similar

Inputs

- might have the same label
* UMAP
* t-SNE

24/06/2025

Fashion MNIST Embedded via UMAP

Bruges Campus
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What?

* Collect the data

 Data labelling

- Data preprocessing
 Create data versioning



https://skillfloor.medium.com/the-role-of-data-preprocessing-in-machine-learning-d9ad9db54d49

Data Cleaning

* Missing data: NaN, Null, ... = remove, replace with mean ...
* Noisy data - filtering, outlier removal, cluster analysis ...

beed

Bruges Campus


https://gallery.azure.ai/Experiment/Methods-for-handling-missing-values-1
http://mlwiki.org/index.php/Noise_Handling_%28Data_Mining%29

Data Transformation

 Normalization: min-max, z-score, linear ...

X — Xmin

Xmax — Xmin

™~
o~
|
@ }
|
S
3
|l

Gradient of larger parameter Both parameters can be
dominates the update updated in equal proportions

Bruges Campus


https://stats.stackexchange.com/questions/322822/how-normalizing-helps-to-increase-the-speed-of-the-learning
https://stats.stackexchange.com/questions/322822/how-normalizing-helps-to-increase-the-speed-of-the-learning

Data preprocessing - dimensionality reduction

* Not all features are as important, or
they hold similar information

S—

P

feature extraction feature selection

* Feature selection
* Select only the most relevant features

e Feature extraction

* Create a singular new feature using the
given features

24/06/2025 Bruges Campus 10



Feature selection

* Filter methods
* Choose feature depending on metric
» e.g. Correlation coefficient

* Wrapper methods
* Select the best subset
* Learn the algorithm
* Select new subset
e E.g. forward selection

* Embedded methods

* Choose subset during training
* L1 regularization

24/06/2025

gear

drat
mpg
Vs

qsec
Wl 0.5

disp -0.56 0.
cyl -0.48 -0.52
hp

catb  0.27

Set of all features = Consider subset of all features = Learning algorithm = Performance

Selecting the best subset

Bruges Campus 11



Feature extraction

e Statistical methods:
* mean, median, standard deviation, ...

* Dimensionality reduction:
* Principle component analysis (PCA), Autoencoders, ...

* Signal processing methods

. - .
* Fourier transform, ... 's?e  o%a’
Y, ' ® ‘ . e o A
. EtC t DA : . .. . L | .
" .‘.{1 U : @ a8 -
L P o < -SEN D -AREDee
A R I -
“" : "A‘ - C
g v . - -
< '
v
PC2
> @ -emeeseeseescseacnanaaaaa. -
2 X v PC

24/06/2025 Bruges Campus 12



Data preprocessing

« Data augmentation
 Data splitting

Dataset
e
) \_'_I \_'_I
Y

0.8 0.1 0.1



https://www.mlguru.ai/Learn/ai-use-cases-dimensionality-reduction
https://www.datacamp.com/tutorial/complete-guide-data-augmentation

Data preprocessing Tools

* Pandas:
* Create and process Dataframes

e Scikit-learn:

* Some specific data transformations
* Split the data

* Pytorch
* Some data transformations
* Dataloaders to load data whilst training

24/06/2025 Bruges Campus

mlpandas
O learn

O PyTorch

14



Data visualisation

* Matplotlib: standard figure library
* Plotly: easy interactive plots
* Seaborn: easy Pandas dataframe graphs

24/06/2025 Bruges Campus

matplstlib

® O

ilil plotly

@ seaborn

15



Data dashboarding tools

* Sometimes you need a dashboard to have a good overview of your data
 Plotly Dash:

* Open source
* python library

* creates HTML dashboards with plotly images E D adaS h

e More customizable byplotly

e Streamlit:
* Open source

e Python library *

* App framework to build HTML pages r m“
* Easy and less code St ea t

Bruges Campus

16



What?

 Collect the data

 Data labelling

» Data preprocessing
 Create data versioning

17


https://skillfloor.medium.com/the-role-of-data-preprocessing-in-machine-learning-d9ad9db54d49

Data tools

 Data labeling
e Data dashboards
e Data version control tools

‘ lakeFS

A

DELTA LAKE

Bruges Campus

w

Pachyderm

18


https://lakefs.io/
https://dvc.org/
https://www.pachyderm.com/
https://delta.io/

Data versioning

* Code versioning tools like Git cannot deal with big files and data lakes

e Still need a way to keep track of the data used

)
=

=

= | -

Bruges Campus

B

15

19


https://www.qlik.com/us/data-lake

Data Version Control

* Open-source data versioning tool (2017)

e Easy to use + lightweight

* Extension of Git with simple command line commands
* Has functionality to manage pipelines and ML models

Bruges Campus

23


https://dvc.org/

vives EIEE]

VLAIO TETRA : MLOps4ECM
Model
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vives B
MLOps: pipeline

DEVOPS

TETRA - Machine Learning Operations for Edge Condition Monitoring

24/06/2025 (MLOps4ECM)



vives 3
What

Data labels
 Model architecture creation \ -P

» Model training / N
» Model finetuning | \

< hyperparameters /< Adapt
» Create model + metadata versioning

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

Model accuracy

24/06/2025



vives EIEE]

Architecture creation

 Which model:

e (Deep) Neural Network
e Support vector machine
* K-nearest neighbours

e How does the model look
 Number of hidden layers

* size of the layers
* Value of k

Bruges Campus 4


https://link.springer.com/article/10.1007/s12652-020-02165-x
https://link.springer.com/article/10.1007/s00521-023-09156-x
https://www.researchgate.net/figure/The-support-vector-machines-SVM-method-the-optimal-hyperplane-separates-the-two_fig1_343092219
https://www.researchgate.net/figure/The-support-vector-machines-SVM-method-the-optimal-hyperplane-separates-the-two_fig1_343092219

vives B2
yperparameter tuning finds optimal
combination of ...

* Model parameters
* See previous slide

* Training parameters
* Learning rate
* Loss function

e Batch size 1= = n O , =
oo = e —

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025



vives EIEE]

Hyperparameter tuning automation

* hyperparameter tuning can take a lot of time
* Needs to be done in a structured way

* Use of AutoML = automated search of hyperparameter tuning
* Grid search
 Random search
* Bayesian optimization
* Tree-structured Parzen Estimator

TETRA - Machine Learning Operations for Edge Condition Monitoring

24 202
/06/2025 (MLOps4ECM)



vives ]

Grid search

TETRA - Machine Learning Operations for Edge Condition Monitoring

2 202
4/06/2025 (MLOps4ECM)



W hogeschool
vives EIEE]

Random search

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)

24/06/2025



vives EIEE]

Bayesian Optimization

* Previous searches neglect previous observations

1.00 GP estimate of the function

best observed value

0.75 1 / \

observed values

- = true function

/ - GP mean
confidence interval

0.25 1

0.00 + - . . .
0.0 0.2 0.4 0.6 0.8 1.0
hyperparameter
24/06/2025 TETRA - Machine Learning Operations for Edge Condition Monitoring 9
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vives EIEE]

Tree-structured Parzen Estimator

* Two surrogate distribution 10 —r
M e gooda group
% bad group

\

* Bad values: loss worse than some  °*]
threshold 0.0 1

e Good values: loss better than = :
-1.0 1 I
some threshold Fo 45 o 45 oo o5 T 15
e’
1.0 - — density of good group | 1.2 &
0.8 : —— density of bad group 4 Oé
* Good hyperparameter: - ; — 0
* low bad probability . | 06 2
. - 0.4 3
* high good probability 0.2 JU\ / 02 8
0.0 T . - - = - . - y 0.0
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
24/06/2025 TETRA - Machine Learning Operations for Edge Condition Monitoring 10
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vives B3
Optuna

* Open source

* Hyperparameter optimization framework
e Python library

* Choice in search and pruning algorithms
 Parallelization possible

TETRA - Machine Learning Operations for Edge Condition Monitoring 11

2 202
4/06/2025 (MLOps4ECM)



Pruning — Median Pruner

W hogeschool

VIVesS

Tt |wel2  |Tais Megan  |wa

0.56
0.55
0.54
0.52
0.50
0.49
0.48
0.48
0.47
0.46

24/06/2025
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0.56
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0.43
0.42
0.41

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)
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Pruning — Median Pruner

W hogeschool

VIVesS

Tt |wel2  |Tais Megan  |wa

0.56
0.55
0.54
0.52
0.50
0.49
0.48
0.48
0.47
0.46
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0.43
0.42
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0.41

0.58
0.56
0.55
0.53
0.51
0.47
0.46
0.43
0.42
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0.56
0.55
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0.41

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)
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vives EIEE]

Pruning — Median Pruner

Tt |wel2  |Tais Megan  |wa

0.56 0.48 0.58 0.56 0.55
0.55 0.48 0.56 0.55 0.54
0.54 0.47 0.55 0.54
0.52 0.46 0.53 0.53
0.50 0.46 0.51 0.50
0.49 0.45 0.47 0.47
0.48 0.43 0.46 0.46
0.48 0.42 0.43 0.43
0.47 0.42 0.42 0.42
0.46 0.41 0.41 0.41

TETRA - Machine Learning Operations for Edge Condition Monitoring
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4/06/2025 (MLOps4ECM)
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Pruning — Median Pruner
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Pruning — Median Pruner

W hogeschool

VIVesS

Tt |wel2  |Tais Megan  |wa

0.56
0.55
0.54
0.52
0.50
0.49
0.48
0.48
0.47
0.46

24/06/2025

0.48
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0.47
0.46
0.46
0.45
0.43
0.42
0.42
0.41

0.58
0.56
0.55
0.53
0.51
0.47
0.46
0.43
0.42
0.41

0.56
0.55
0.54
0.53
0.50
0.47
0.46
0.43
0.42
0.41

TETRA - Machine Learning Operations for Edge Condition Monitoring
(MLOps4ECM)
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Pruning — Median Pruner
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0.50 0.46 0.51 0.50 0.51

0.49 0.45 0.47 0.47 \
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vives EIEE]

Whilst finetuning = different model versions

* Hyperparameters (learning rate, batch size ...)
* Model architectures

* Data
* Metric results (accuracy, loss ...)
= METADATA
<> I PT <[>
24/06/2025 TETRA - Machine Learning Operations for Edge Condition Monitoring .

(MLOps4ECM)



MLflow

* Open-source

* Manage ML lifecycle

* Python package

* MLflow model tracking (logging parameters)

* Miflow projects organize implementation code in reproducible way
* MlIflow model packaging for serving

* Model registry : model versions and lineage

24/06/2025 Bruges Campus 20


https://mlflow.org/
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MLOps: pipeline
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TETRA - Machine Learning Operations for Edge Condition Monitoring
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what is monitoring?

* Monitor the data for data quality and data drift
* Monitor the machine learning model for concept drift
* Monitor other parameters for drift e.g. resources, fairness ...

Monitoring dashboard




Monitoring

 What is drift

* Monitoring tools

e Data quality

* Model quality

e Statistical tests

* Using machine learning models
e Other types of drift



Concept vs Data drift
A B

@
& ‘ ) ¢
& ° ," )
C. ...
e o % o
. ..: . . . .
Original data Data drift Concept drift Data drift causing
(covariate drift) concept drift
Data distribution changes Data distribution stays the Data distribution changes
but the model prediction same, but the model and the model prediction
is still correct prediction is incorrect is incorrect
e.g. classification dog vs. e.g. prediction housing price e.g. different machine
Cat gets cats in different gets more expensive over settings lead to wrong
colors time predictions

Bruges Campus



Types of drift : timing
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https://www.researchgate.net/figure/Five-types-of-Concept-Drift-according-to-11_fig2_373678460

Types of drift: Location

Global drift

Bruges Campus

24/06/2025



Concept drift detection

 The distribution of the output target changes
* If true labels available - monitor model quality
» Otherwise - prediction distribution monitoring

Bruges Campus



Data drift detection

* Input data distribution monitoring

* [f you must choose - monitor predictions over input data

Bruges Campus



Monitoring

* What is drift

* Monitoring tools

e Data quality

* Model quality

e Statistical tests

* Using machine learning models
e Other types of drift



Types of tools that can help

« Dashboarding and logging tools
* Prometheus, grafana

 Tools that monitor input data, predictions and model quality
 Evidently, Arize, Whylabs ...

& fiddler 11] EVIDENTLY Al /,\ arize

Grafana g

Prometheus

Bruges Campus 11


https://arize.com/
https://www.evidentlyai.com/
https://whylabs.ai/
https://prometheus.io/docs/introduction/overview/
https://grafana.com/

l 7~y \
y 4 - "
A ’

Grafana

Grafana

* Observability platform

* Create easy dashboards
without code

* Cloud option available

e Lot of different data sources
connections available

24/06/2025 Bruges Campus 12


https://grafana.com/

Prometheus

* Open-source system monitoring + alerting toolkit
* Collects time series data, logs and metrics

e Uses promQL as query language to query data

* Some graph and dashboarding features

Prometheus

24/06/2025 Bruges Campus 13


https://prometheus.io/docs/introduction/overview/

Grafana + Prometheus: create monitoring
dashboards

* Machine information (CPU, memory ...)
* Application usage (clicks on certain pages)
* Machine learning model (metrics of model)

. L C ]
o

Prometheus

Grafana
11] EVIDENTLY Al

24/06/2025 Bruges Campus 14


https://grafana.com/
https://prometheus.io/docs/introduction/overview/
https://www.evidentlyai.com/

Evidently

* Open-source ML observability platform

* Python library = create (pre-made) test suits and reports

* Able to save as html, json, dictionary = fully offline possible

* Mainly tabular and text data = working on other unstructured data

11| EVIDENTLY Al

Bruges Campus 15


https://www.evidentlyai.com/

Monitoring

* What is drift

* Monitoring tools

* Data quality

* Model quality

e Statistical tests

* Using machine learning models
e Other types of drift



Monitoring - Data quality

» Use reference dataset (Training dataset)
o Expected schema and column types
o Expected batch size

O StatiStiCS: averages, min-maX Age (int) Occupation (str) | Birthday
(DD/MM/YYYY)

O ...

m Occupation (str) | Birthday (YYYY/MM/DD)

“Tiana” “Salesperson” “2002/02/15”

=3%> CLEE ——>  OUTPUT
50 “Steve” “Sailor” “1975/01/07”
19 “Wanda” “Student” “2005/08/18”

Bruges Campus 17



Monitoring - Data quality

 Use reference dataset

» Use thresholds
o Share of missing values
o Duplicate columns/rows

o Constant features

o .. Age (int) | Name (st’ Accupatior Birthday (YYYY/MM/DD)
(NaN)  “Tiana” , “2002/02/15"

50 “Steve”

“2005/08/18”
“2005/08/18”

24/06/2025 Bruges Campus 18



Monitoring

* What is drift

* Monitoring tools

e Data quality

* Model quality

e Statistical tests

* Using machine learning models
e Other types of drift



Monitoring - Model quality metrics

relevant elements

» Accuracy
* Recall
* Precision

false negatives

Precision =

Accuracy =

Recall = ———

20


https://commons.wikimedia.org/wiki/File:Sensitivity_and_specificity.svg
https://medium.com/@bleed.inink/stuck-in-life-here-is-a-way-to-declutter-your-life-and-get-moving-again-4ec7fd3b4be9
https://stackoverflow.com/questions/67254248/r-kolmogorov-smirnov-test-visualization-for-normality-testing-comparation-of-e

e Confusion matrix

Perfect
° ROC - 1°c.laessif<i:er ROC curve

Positive Negative

D
E -
I v
— o -
. - = 05
'g 0
= &
N . 3
- 2 —
'§ 3
& o
< 0.0
0.0 0.5 1.0

False positive rate

Bruges Campus 21


https://commons.wikimedia.org/wiki/File:Sensitivity_and_specificity.svg
https://medium.com/@bleed.inink/stuck-in-life-here-is-a-way-to-declutter-your-life-and-get-moving-again-4ec7fd3b4be9
https://stackoverflow.com/questions/67254248/r-kolmogorov-smirnov-test-visualization-for-normality-testing-comparation-of-e

Monitoring - Model quality metrics

 Mean Squared Error (MSE)

n
» Mean Absolute Error (MAE) MSE = lZ(yi .
o " n o n l=1
> e
’ * e n
Y é,«’? S e 1 -
- 40 ¢ MAE = —Z|y,. =4
VA bt
.
X



https://commons.wikimedia.org/wiki/File:Sensitivity_and_specificity.svg
https://medium.com/@bleed.inink/stuck-in-life-here-is-a-way-to-declutter-your-life-and-get-moving-again-4ec7fd3b4be9
https://stackoverflow.com/questions/67254248/r-kolmogorov-smirnov-test-visualization-for-normality-testing-comparation-of-e

Monitoring - Model quality metrics

e Significant changes = Drift in the model

* E.g. ~
* Accuracy = lower
* Confusion matrix = worse > Model perfoms worse

 MSE = higher

_/

e Use treshold or reference dataset to compare



Monitoring

* What is drift

* Monitoring tools

e Data quality

* Model quality

* Statistical tests

* Using machine learning models
e Other types of drift



Statistical tests : Compare two statistical
distributions (reference and current)

oKolmogorov-Smirnov
o Max distance of the cumulative distributions
o Prone to false positives sample1 — sample2
o Higher value is more differrent

20

Sample

30



https://stackoverflow.com/questions/67254248/r-kolmogorov-smirnov-test-visualization-for-normality-testing-comparation-of-e

Statistical tests : Compare two statistical
distributions (reference and current)

oChi-squared
o Categorical variables

o Compare difference between current values
and QXPQCted Values for eaCh Category brown coat, browncoat, blackcoat, Blackcoat,

o H |g her va I ue = more d |ffe rent long ears short ears long ears short ears

Phenotypes of of fspring

Observed
number (O)

Expected
(Observed value - Expected value)? ratio

X2=)

Expected value Expected
number (E)

O-E

0 -6)°

(0-EV/E

24/06/2025 Bruges Campus 26



Comparison of two distributions with
distance metrics

oWasserstein distance
o How much work to change one distribution into the other
o Sensitive to outliers
o Larger is distributions are more different

Probability
A




Comparison of two distributions with
distance metrics

odJensen-Shannon distance
o The amount of overlap between distributions
o Smaller = distributions are more different

jensen-Shannon Distance



Tests overview

o Statistical = More sensitive in smaller distributions
* Distribution = Better for larger distributions
 Evidently default usage:

_ <= 1000 objects > 1000 obJects
Chi-squared Jensen-Shannon

24/06/2025 Bruges Campus
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Monitoring

* What is drift

* Monitoring tools

e Data quality

* Model quality

e Statistical tests

* Using machine learning models
e Other types of drift



Autoencoder reproduces its input

EnC9der Decpder

N

WY
i
\.;é';.’\l o/

w‘

N“\of N
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Ve AWyTA VAT
o 0
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ﬂ) 4.'
TN\ /
2

Latent space

24/06/2025 Bruges Campus

31



Kmeans

Current Cluster =

24/06/2025

X

Bruges Campus

Drift!
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Monitoring

* What is drift

* Monitoring tools

e Data quality

* Model quality

e Statistical tests

* Using machine learning models
e Other types of drift



Monitoring - Other types of drift detection

* Business metrics / Key Performance Indicators

 Fairness

* Resource consumption
 Memory usage
* Processing power

34


https://www.easeus.com/knowledge-center/sdram.html
https://www.electronicshub.org/server-cpu-vs-desktop-cpu/
https://www.manageengine.com/products/service-desk-msp/msp-kpis-sales-metrics.html
https://www.linkedin.com/pulse/understanding-fairness-machine-learning-robert-kamunde

Closing the loop

* When?
e How?



Closing the loop — When?

oScheduled: daily, weekly, monthly...
oWhen drift is detected

20
15 I
d T B
. J_;'—F [
0
0 1 2 3 4 5 6 7 13 14
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Closing the loop

 When??
 How?



Creating a new model

e Start from scratch:
* Plan new model
L
e Get new data AN
* Create new model

DATA
=
-

* Problem = takes a long time \ODE-

Bruges Campus

DEVOPS

MONI TOR

T
-
9
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Lazy learning

* Train/finetune the old model on new data
* Fast option
* Problem = catastrophic forgetting

Learning Task 1 Learning Task 2
,"I | o
O 0 5 o 0
o
0 Change o °
o © ; 6.9
3 o in p(X) « N o
Xx x{(0 o B &)
X \ \ AR IR
AR » x X ," \ X\
{ ( X g ’ X ® *
L2 . pXly=1) x 5
- pXly=0) "
| &
Decision Boundary Updated Decision Boundary
f(x;80) =0 f(x;8,) =0

' Catasffbphit Fofgettihg

Frugas Campus
(&)

Learning Task 2

i Updated Decision Boundary

160 =0
Ideal Case
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Incremental learning

* Training method without catastrophic forgetting

* Tradeoff = forgetting old data vs. learning new data

New classes
New classes

Incremental Learning

Bruges Cambus
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https://medium.com/@satya15july_11937/developing-incremental-learning-system-using-knowledge-distillation-cba8d559cef8
https://medium.com/@satya15july_11937/developing-incremental-learning-system-using-knowledge-distillation-cba8d559cef8

Ensemble method

* train multiple models and use the most relevant one

Different trained models

Bruges Campus

Production

[

-

Best accuracy

\

J
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